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1 Abstract
Edge computing is an important technology for a data-driven society that makes deci-
sions in real time from data, because it can reduce latency by processing at the edge 
near the source of the data. LF Edge, a project of The Linux Foundation, is working to 
establish an open and interoperable edge computing framework that is independent of 
hardware, processor, cloud, and operating system, which is a challenge for the practical 
application of edge computing. LF Edge is also focused on enabling edge AI because of 
the growing need for real-time AI processing of huge amounts of data, such as factory 
automation and autonomous driving. However, there are challenges to achieving an 
infrastructure that is both energy efficient and flexible, such as increasing data volumes, 
increasing the computational complexity of AI models, and meeting application-specific 
requirements such as latency and memory capacity. So we need innovation in infra-
structure technology. Therefore, The Linux Foundation and IOWN GF (Innovative Optical 
and Wireless Network Global Forum) signed a basic agreement in June 2023 to integrate 
the Linux Foundation’s software on the infrastructure proposed by IOWN GF to develop 
a common infrastructure that improves performance, reduces latency, and improves 
energy efficiency. Based on this agreement, we planned the IOWN GF/LF Edge Joint PoC 
(Proof of Concept) to demonstrate the convergence of the two technologies and the 
performance improvements. The PoC will build an end-to-end environment from edge to 
cloud using IOWN GF’s infrastructure and LF Edge’s platform and software, and run actu-
al application in the environment for demonstration. This paper describes the content of 
the IOWN GF/LF Edge Joint PoC.
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2 Background
In addition to establishing an open and interoperable edge computing framework, LF 
Edge is also focused on enabling AI at the edge in response to the growing need for 
real-time AI processing of large amounts of data, such as factory automation and auton-
omous driving.

FIGURE 1: COMPUTATIONAL PERFORMANCE REQUIRED FOR AI MODELS

In the AI field, as shown in Figure 1, the computational performance required for com-
puting infrastructure is rapidly increasing due to the increase in the amount of learning 
data and the scale of generative AI models [1] [2]. This is faster than the performance 
evolution “Moore’s Law” of CPU and GPU which are responsible for the computation 
processing of AI. Computing infrastructures are following this speed by increasing the 
number of parallel servers with CPUs and GPUs. But the power consumption of data 
centers will be about 15 times higher in 2030 than today, leading to power shortages at 
this rate[3] [4] [5].
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FIGURE 2: PERFORMANCE REQUIREMENTS FOR AI APPS

In addition, as shown in Figure 2, the performance required for each application of AI 
has diversified[6]. For example, prefill (LLM Inf prefill) for large language model inference 
emphasizes computational performance over memory bandwidth, while decode (LLM 
Decode) for large language model inference is the opposite. Currently, the infrastructure 
is built on a per-server basis, based on the performance that applications value most 
among compute, memory, and network resources. Therefore Some resources are un-
derutilized, causing the infrastructure to scale.

Therefore, we need a computing infrastructure that is more power efficient and more 
flexible in the allocation of resources to sustainably realize the growing scale and diver-
sity of AI applications. This challenge should be more important in environments where 
computing infrastructure such as the edge has limitations such as power and space. We 
considered a change in the architecture of the computational infrastructure to be one of 
the effective solutions and tried it.



6

3 Initiatives to solve problems
The IOWN GF (Innovative Optical and Wireless Network Global Forum) proposes a 
network and information processing infrastructure, the Data Centric Infrastructure 
(DCI), which can provide high-speed, high-capacity communications and enormous 
computing resources that exceed the limits of existing infrastructure by utilizing inno-
vative technologies such as optics[7]. The Linux Foundation and the IOWN GF(Innovative 
Optical and Wireless Network Global Forum) signed a basic agreement in June 2023 
to integrate the Linux Foundation’s software onto the infrastructure proposed by the 
IOWN GF to develop a common infrastructure that improves performance, latency 
and energy efficiency[8]. LF Edge sees DCI as one of the potential solutions to these 
challenges in the edge computing. Therefore, we planned the IOWN GF/LF Edge Joint 
PoC(Proof of Concept) to demonstrate the convergence of the two technologies and 
the performance improvements by DCI. The PoC will build an end-to-end environment 
from edge to cloud using IOWN GF’s infrastructure and LF Edge’s platform and soft-
ware, and run actual application in the environment for demonstration. The diagram 
below provides an overview of Joint PoC.

FIGURE 3: IOWN GF/LF EDGE JOINT POC CONCEPT
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4 Infrastructure technologies 
proposed by IOWN GF
IOWN GF advocates the Data Centric Infrastructure (DCI) as a new efficient and flexible 
computing infrastructure. There are two major features compared to current computing 
infrastructure.

First, disaggregation allows for flexible device relocation. For example, if each application 
requires different resources, as shown in the following figure, the current computing ar-
chitecture “server-oriented” allocates resources to each application on a per-server basis, 
which may leave some devices unused and reduce utilization efficiency. On the other 
hand, disaggregation can efficiently meet the requirements of various applications by 
selecting the required devices from the resource pool according to the application and 
configuring logical nodes through PCIe switches.

FIGURE 4: DISAGGREGATION

Second is direct connection between accelerator device through optical connections or 
shared memory. In the current computing architecture, CPU centric, data is transferred 
between accelerator devices by the CPU through CPU memory. On the other hand, in 
the case of direct connection, data is directly transferred between accelerator devices 
via shared memory or optical switches. This reduces the utilization of CPU cores used for 
data transfer, thereby reducing cost and power consumption. The processing delay can 
also be reduced.
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FIGURE 5: DIRECT TRANSFER BETWEEN ACCELERATOR DEVICES

The following figure shows the outline and mechanism of DCI. First, the user requests 
DCI the resources required to run the application, and the controller of the DCI responds 
by issuing instructions to configure logical nodes to the Composable Disaggregated Infra-
structure (CDI) management software that manages the resource pool and logical nodes. 
The controller also configures an optical switch that is responsible for the direct connec-
tion between the accelerator devices.

FIGURE 6: DATA CENTRIC INFRASTRUCTURE (DCI)
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5 About IOWN GF/LF Edge Joint PoC
This chapter describes the details of the IOWN GF/LF Edge Joint PoC. In the PoC, we will 
demonstrate the following two points. The first point is the convergence of the IOWN GF 
and LF Edge technologies. We will confirm that LF Edge platform and software can be 
integrated on DCI, and we will extract the mechanisms necessary to manage and control 
it as a resource by changing from a current server architecture to DCI through actual en-
vironment construction. The second point is the demonstration of improved processing 
performance and reduced power consumption by applying DCI. For this demonstration, 
we will implement video inference by AI, a typical processing of edge AI, as an end-to-end 
application to access, edge, and cloud areas as shown in the figure below. The video is 
input from the access area, sent to the edge cloud via 5GRAN and the core network, and 
inference processing by AI is performed. The processed video is sent to the cloud. Here, 
we will emulate and use DCI using commercially available composable disaggregation 
products for computing resources in the edge cloud. AI inference processing is divided 
into three phases: decoding, filtering/resizing, and inference, which are implemented 
in accelerator devices such as FPGAs and GPUs, and data is transmitted and received 
by direct connection between accelerator device, one of the features of DCI. We also 
measure the improvement in processing performance and reduction in power consump-
tion by applying DCI compared with using a current server architecture as a computing 
resource. In addition, we will implement LF Edge Akraino IEC (Integrated Edge Cloud) 
type2 Blueprint on DCI as middleware for building edge cloud environments to verify that 
DCI and LF Edge edge computing platforms can be integrated.

 FIGURE 7: IOWN GF/LF EDGE JOINT POC DETAILS
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6 Conclusion
We will built the end-to-end environment described above as a base for future demon-
strations and report on it in April 2024 as the second edition of this paper. In the sec-
ond edition, we will report the convergence results of DCI proposed by IOWN GF and 
LF Edge platform and software, the first demonstration point of PoC. We will continue 
to demonstrate the improvement of processing performance and reduction of power 
consumption by applying DCI, which is another demonstration point, by comparing 
before and after the application of DCI. In addition, we plan to examine the content of 
the demonstration experiment in the future regarding flexibility among the challenges 
of computing mentioned at the beginning. For example, an all-photonic network (APN) 
that connects edge sites directly by light and disaggregation proposed by IOWN may 
combine resources from distant edge sites to more flexibly construct logical nodes. We 
will continue to demonstrate how LF Edge’s platform and software can be used in such 
example. We would also like to consider publishing this activity as an IOWN GF PoC 
report. As a result, the collaboration between IOWN GF and LF Edge will accelerate the 
evolution of technology and the realization of synergies, which will contribute to the 
development of the industry.

7 Abbreviation
TERM DESCRIPTION

IOWN GF Innovative Optical and Wireless Network Global Forum

CPU Central Processing Unit

GPU Graphics Processing Unit

DCI Data-Centric Infrastructure

PCIe Peripheral Component Interconnect-Express

FPGA Field Programmable Gate Array
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